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 

Abstract—With huge growth in enterprise data, intelligent 

information retrieval methods have gained research focus. This 

paper addresses the difficulty of retrieving relevant,  pertinent, 

and  novel information for a large system that involves fusion of 

data in different formats such as, text, barcode, and images. We 

propose a framework to combine an intelligent image retrieval 

and intelligent information retrieval (IIR) along with the user 

profile learning to develop a recommender system. We 

demonstrate the application of our proposed framework in a 

real-life situation. 

 
Index Terms—Information retrieval, data mining, user 

profile, recommender system 

 

I. INTRODUCTION 

Recently, we witness exponential increase in the amount 

of information being produced.  Effective decision making 

based on such huge amounts of data can be achieved only if 

useful knowledge is extracted automatically from them [1].  

Hence, intelligent information retrieval (IIR) methods and 

policies are warranted for an efficient assimilation of such 

information leading to timely and productive decision 

making.  IIR using suitable data mining of user profiles 

provides the means to categorise data. This facilitate in the 

reuse and organisation of data for synthesising knowledge 

required for recommender systems [2] [3]. 

Ideally, the intelligence aspect of data mining should be 

adopted to provide decision support as it attempts to discover 

patterns, trends and correlations hidden in data to help in 

making effective decisions [4] [5].  However, traditional data 

mining techniques are not capable of combining text, image 

and user profile data to retrieve pertinent information for 

providing good recommender systems for effective and 

timely decision making.   

This paper proposes a new intelligent information retrieval 

(IIR) approach to develop a recommender system framework 

for processing large data sets of multiple formats, including 

text, barcode, image.  The recommender system is based on 

user profile learning by combining 'data relevance' from 

multiple sources that facilitate in arriving at a reduced data 

set intelligently. We apply our proposed framework in the 

context of a real-life „Image Retrieval System‟ developed for 

a large data processing center within a university setting.  

Through the real-life application, we demonstrate the use of a 
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IIR framework that leads to a recommender system based on 

data mining of  the user profiles and relevance feedback.   

 

II. LITERATURE REVIEW 

The information retrieval (IR) process of data mining 

requires extraction of valid patterns and relationships in very 

large data sets automatically [6]-[7].  It is usually portrayed 

like a “voyage into the unknown”, and hence requires the use 

of techniques from AI and statistics, such as machine 

learning, pattern recognition, classification, and visualization 

[8]-[9].  In this modern digital age with exponential growth in 

business data, literature studies have proved that for 

achieving  real-time data mining applications, the speed of 

analysis could be improved  by adopting highly efficient 

information retrieval (IR) methods [10]-[11]. In a nutshell, a 

general definition of IR is, “Information retrieval is a field 

concerned with the structure, analysis, organization, storage, 

searching, and retrieval of information” [12], and the IR 

methods employed depend on the organisation and type of 

data [13]-[14].  Since 1950s, the primary focus of IR has been 

on text and documents, and more recently, with applications 

increasingly involve new media e.g., video, photos, music, 

and speech, traditional IR techniques are seeking 

contemporary approaches that are more intelligent to search 

and evaluate data in these new media. It is important to focus 

attention on the most relevant variables such as user-based 

information that could be employed for information filtering 

and intelligent retrieval in data mining of the Web [15]-[16] 

[17].  Information filtering could be performed by gathering 

patterns of user interaction with the systems and constructing 

user profiles using various learning techniques such as, 

genetic algorithms, probabilistic model of clustering and 

relevance-based ontology [18]-[20].  

In dealing with image-based information retrieval, 

previous research studies have only employed classical 

information retrieval [21]-[23] or traditional data mining 

techniques [24]-[26] for large data, and they are not capable 

of combining text, image and user profile data to retrieve 

relevant information for a faster filtering process.  In this 

paper a novel approach to combine contemporary IR 

techniques that is based on user profile constructed from 

multiple source of 'data relevance' along with data mining 

learning algorithms in arriving at a recommender system. 

This paper aims to address the  gap in literature by proposing 

an  intelligent information retrieval (IIR) for the development 

of a recommender system. 
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III. INTELLIGENT INFORMATION RETRIEVAL APPROACH 

We propose an intelligent information retrieval (IIR) 

approach that is designed to integrate two disparate methods, 

namely information filtering and data mining. Simple IR 

could be time consuming and may not be achievable without 

manual interventions for data sets that involve different 

media such as video, audio, images and documents [27].  Our 

Intelligent IR takes into account the meaning of the words 

used in the query, their relationships such as the order of 

words in the query, and thereby establishes the relevance. It 

is also designed to adapt the query based on the user's   direct 

and indirect profile contexts and relevance feedback 

[28]-[30]. Our model of IIR makes use of information utility 

and relevance.  

Though utility and relevance are important for all IR 

operations, measuring them and using them intelligently is 

important [31].  Utility might be measured in monetary 

terms: “How much is  it worth to the user to have found this 

document?”  “How much did we save by finding this 

software?” In the literature, the term “relevance” is used 

imprecisely; it can mean utility or topical relevance or 

pertinence. Many IR systems focus on finding topically 

relevant documents, leaving further selection to the user. 

Relevance is a matter of degree; some documents are highly 

relevant and indispensable for the user‟s tasks; others 

contribute just a little bit. From relevance assessments we can 

compute measures of retrieval performance such as  

Recall: How good is the system at finding relevant 

documents? 

Discrimination: How good is the system at rejecting 

irrelevant documents? 

Precision: Depends on discrimination, recall, and the 

number of  relevant documents. 

Evaluation studies commonly use recall and precision or a 

combination.  With low precision, the user must look at 

several irrelevant documents for every relevant document 

found. More sophisticated measures consider the gain from a 

relevant document and the expense incurred by having to 

examine an irrelevant document [32]-[33]. For example, 

many relevant documents that merely duplicate the same 

information just waste the user‟s time, so retrieving fewer 

relevant documents would be better.  

In this paper, we propose an intelligent IR approach 

considering three main utility attributes, relevant, pertinent 

and novel, for retrieving a document from a large data base. 

A document is topically relevant for a particular situation, 

context, query, or task if it contains information that either 

directly answers the query or can be used, possibly in 

combination with other information, to derive an answer or 

perform the task. It is pertinent with respect to a user with a 

given purpose if, in addition, it gives just the information 

needed; is compatible with the user‟s background and 

cognitive style so s/he can apply the information gained and 

is authoritative. It is novel if it adds to the user‟s knowledge  

i.e. finding unknown things which is the part of data mining.  

In this paper, we propose an intelligent IR approach to 

construct a user model through gaining relevant user 

feedback, which can significantly arrive at a smaller set of 

ranked documents that are relevant to the user's interests or 

search intent.  A learning technique could then be adopted to 

arrive at a user profile based on  how well the documents are 

topically relevant and pertinent. 

  

IV. THE NEED FOR A RECOMMENDER SYSTEM 

Many applications make use of  barcode and  Optical Mark 

Recognition (OMR) systems to aid in automated information 

processing. Typically, we find their use in many university 

settings, where examination question papers and answer 

booklets adopt such systems and the answer booklets are 

captured by the system as images. One  of the main reasons 

for this reform towards the use of OMR is firstly to protect 

the identity of the student writing the exam and the seat 

number of the student, before the answer booklet goes for 

evaluation to the examiner. Secondly, and more importantly, 

OMR systems are expected to aid in automate the process of 

answering the variety of queries raised that relate to the 

students' exam results after evaluation. Such queries on the 

answer booklets require intelligent information retrieval and 

a recommender system.  

One of the universities we considered for proposing our 

IIR approach was University of Mumbai. This university 

conducts the examinations twice a year, and they are referred 

as First Half i.e. examinations conducted in April-May and 

Second Half i.e. examinations conducted in 

October-November. The total numbers of students enrolled 

in First Half 2011 were around 300,000 (Three Hundred 

Thousand). Thus the volume of data is very high.  For 

example, the B.Com. Examination of First half 2011, had 

around 80,000 candidates who appeared for their final 

examinations. B.Com. has 64 subjects and from these 

subjects, student can opt for 7 subjects. Thus there are (80000 

× 7 = 560,000 answer booklets) i.e.  half million  and sixty 

thousand records (answer books) for this one exam alone.  

Each answer booklet has 2 parts (560000 × 2 = 1,120,000), 

and  hence there results in One Million  Twenty Thousand 

images for this single exam alone.  

In the barcode system, the first page of each answer 

booklet is divided into two parts – the first part contains the  

student information like seat number, subject code, centre 

code, etc. along with unique bar code. The second part 

contains examiner information such as marks awarded for 

each question, total marks scored, subject code, signature of 

examiner, bundle number; answer book number etc. along 

with unique bar code. This two parts are scanned and the 

images are stored in the database.  

After declaration of examination results, students may 

apply to make a query of their marks obtained, such as, 

verification of marks, revaluation of marks,  view their 

answer booklet, etc.  

Due to huge number of answer booklets collected during 

every exam, and considering security concerns as well as cost, 

manpower, and other resources involved in scanning all the 

pages of the entire answer booklet, the management has 

decided to only scan the first page that provides two parts, 

namely student information and examination information. 

Fig. 1 gives a sample image capturing the first page of the 

exam booklet.  All the answer booklets are stored physically 

in a storage location, and in order to answer  any of the user 

queries, the answer booklet is manually retrieved from the 
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physical storage location. To achieve this, information 

relevant to the query had to be filtered and extracted from this 

huge data of images manually for identifying the correct 

storage location code for physical retrieval of the booklet. 

With growing number of student population and different 

subjects and degrees being offered, it is not practical to 

accomplish this manually for a timely answering of these 

queries.  In addition to the problem of timely response to the 

queries, there are several drawbacks of the existing system.  

We adopted a systematic feedback and review of their 

manual and IT systems to reveal the drawbacks [32]-[33].  

Some of the main drawbacks are that there is no system 

verification, and no recommendation given when there is 

missing information.  It warrants a recommender system that 

can support keyword search  and ad-hoc queries. 

  

 
Fig. 1. Sample scanned exam booklet with student and exam information 

 

V. PROPOSED IIR AND RECOMMENDER SYSTEM  

A real-life situation described earlier is a typical example 

where IT plays an important role in automating the processes 

for improving customer service and operations [34]-[35], and 

in particular where intelligent IR approaches are warranted.  

In this paper, we propose a novel approach that utilizes 

relevant and pertinent information in the intelligent 

information searching and filtering process,  and provides 

ranking through data mining and a recommender system by 

constructing a user model. Our proposed system is designed 

to overcome the various drawbacks present in the real-life 

situation described in previous section.  It consists of three 

main components, namely 

Intelligent Image Retrieval Component 

Intelligent IR Component 

Recommender Component 

A. Intelligent Image Retrieval Component 

This component consists of three main steps as described 

below.  Each step includes system verification and validation 

procedures to maintain the integrity of the data stored in the 

system. 

Uploading of images – This step uploads the images of all 

answer booklets consisting of First part (Student information) 

and Second part (Exam information). The images of First part 

have examination code, subject code, Bar code and other 

information of Student. While images of Second part have 

question wise and total marks given by Examiner or in some 

cases marks are also given by Moderator;   examination code, 

subject code, bar code, bundle number, & answer book 

number. 

Linking of images – Images of First part and Second part 

are linked using the Barcode. Also, they are linked by 

examination code and seat number so that retrieval can be 

fast.  For example, a query to retrieve the image based on seat 

number or subject  code (examination code) would be much 

faster with such associations  established. 

Retrieving of images – This step interfaces with the 

front-end of the system which communicates with the query 

module to retrieve the images. From these images the 

information about bundle number and answer booklet 

number can be used to retrieve the exact location in the 

storage for faster physical retrieval of the answer booklet.  

However, not all queries have the necessary inputs, in which 

case intelligent search and filtering of data is required.  Hence, 

in such cases, it is necessary to interface with the 

recommender system based on data mining of relevance and 

user profile to have fast retrieval of required information.  

This component is useful to many departments involved in 

facilitating the query process, such as the Physical Storage 

department, Photocopy Services department, Revaluation 

department, Student Services department, etc. For example, 

currently, a photocopy of the answer booklet is made 

whenever there is a view request made regarding the exam 

answer booklet.  

B. Intelligent IR Component 

The intelligent IR component facilitates the recommender 

systems to focus on the user context-based recommender 

paradigm by using keywords and relevance criteria to arrive 

at the correct answer booklet from the database.   This is 

achieved using the following processes: 

 User interface to manage interaction with the user for 

query input and document output. relevance feedback. 

and visualization of results 

 Keywords such as part of student name or subject name 

with relevance to some known data are intelligently 

processed using data  mining approaches to form index 

words (tokens). 

 Indexing constructs an inverted index of words resulting 

in document pointers. 

 Searching retrieves documents that contain a given query 

token from the inverted index. 

 Information integration and extraction to arrive at 

relevance. Relevance is a subjective judgment and 

includes the context, timeliness, authoritative and 

satisfaction level of a query. 

 Associate ranking scores to all retrieved documents 

according to a relevance metric. The metric used here is 

based on data mining of item similarity (such as keywords) 

and user-item interaction (such as previous queries or 

user context).  Similar approaches are found in literature 

[36][37]. 

 Query operations to transform the query in order to 

improve retrieval. We adopt query expansion using a 

thesaurus and query transformation using relevance 

feedback.  While relevance-based probabilistic model for 

retrieval are adopted in some studies [31], we adopt 

relevance feedback with learning for ranking so that the  

ordering of answer booklets recommended could be 
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improved beyond what is possible with just relevance 

feedback alone [38]- [39]. 

 Information filtering (spam filtering) - this feature 

authenticates data and also looks for any spam that 

require to be categorised and removed. 

 Automated document categorization - this feature is used 

to allocate an appropriate physical storage location for 

storing the answer booklet. 

 Information clustering and routing - this process does the 

information clustering and  routing for initiating 

processes pertaining to other departments such as 

Photocopy Services department, and Revaluation 

department. 

 Recommending information using data mining of 

keywords, and combining with relevance feedback. 

These metrics are used to serve for intelligent filtering 

and recommendation of pertinent answer booklets to the 

user. 

C. Recommender Component 

We introduce a recommender component in our proposed 

approach of intelligent IR so as to cater to even ad-hoc 

queries, keyword based search queries and incomplete 

queries to search the database for the relevant answer 

booklets.   Recommender systems enhance the query 

interpretations by exploiting textual descriptions of the items 

to be recommended [40] and relevance rates given by users to 

infer a profile that is used to recommend items of interest [38]. 

In the proposed framework, the recommender component 

works on the user profiles  and “image documents” (answer 

booklets) with  the following key features: 

Present topics/examinations that are of interest to the user 

List the topics/examinations depending on the relevance 

such as, date, star recommendation or ratings.  

Provide ranking scores to all retrieved image documents 

according to relevance metric. 

Compare user‟s profile to some 'reference characteristics' 

to predict whether the user would be interested in an unseen 

item. We determine reference characteristics with 

content-based/ collaborative filtering approaches: 

Information about the unseen item (content-based), and 

User‟s social environment (collaborative filtering). 

Our proposed recommender component is based on two 

main aspects:  Building user profiles, and Learning user 

models. 

1) Building user profiles 

Most recommender systems build a profile of user‟s 

interests, while our proposed recommender system, in 

addition, focuses on relevance and user context. This profile 

consists of two main types of information: 

 user‟s preferences or interested in the item, and 

 user‟s interaction history. 

The system employs user‟s history as training data to 

create a user model.  Predominantly, there are two main 

approaches: 

 "Manual” recommendation approaches, where the  user 

customization is done using a simple database matching 

process to find items that meet the specified criteria and 

recommend these to the users. However, this approach 

has major limitations such as, a) require additional effort 

from users to provide these set of criteria, b) it cannot 

cope with changes in user‟s interests and c) it does not 

provide a way to determine an order among 

recommending items. 

 "Rule-based" recommendation approaches, where the 

system has rules to recommend other items based on user 

history.   Our framework uses rule-based approach as it 

can capture common reasons for recommendations, 

which is highly effective in retrieving answer booklets. 

Overall, the implementation of our proposed framework 

has improved the efficiency of the image-based information 

retrieval system. The average lead-time in data processing of 

a query, which was about a week, has been reduced to less 

than a minute's computer time with our proposed approach. 

 
Fig. 2. Sample output listing a set of items based on relevance 

 
Fig. 3. Sample output showing fields of data extracted from the IR results 

 

VI. CONCLUSION 

 This paper discussed the importance of recommendation 

and personalization approaches and proposed an intelligent 

information retrieval and recommender system framework. 

The framework was implemented in automating the process 

of a physical search of the answer booklets of student 

examinations in a university setting. As the huge data 

comprises of many formats, including barcodes, student 

information, exam information, and image data, it has 

become mandatory to perform intelligent automation and to 

devise the  methods of retrieving the information which is 

relevant for a topic/examination, pertinent with respect to a 

user profile and novel resulting in unknown user knowledge. 

The real-life implementation has demonstrated that learning a 

user model makes the recommender system highly effective.   
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